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(57) ABSTRACT

Systems and methods of intelligent formation and acquisi-
tion of machine learning training data for implementing an
artificially intelligent dialogue system includes constructing
a corpora of machine learning test corpus that comprise a
plurality of historical queries and commands sampled from
production logs of a deployed dialogue system; configuring
training data sourcing parameters to source a corpora of raw
machine learning training data from remote sources of
machine learning training data; calculating efficacy metrics
of the corpora of raw machine learning training data,
wherein calculating the efficacy metrics includes calculating
one or more of a coverage metric value and a diversity
metric value of the corpora of raw machine learning training
data; using the corpora of raw machine learning training data
to train the at least one machine learning classifier if the
calculated coverage metric value of the corpora of machine
learning training data satisfies a minimum coverage metric
threshold.
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SYSTEMS AND METHODS FOR
INTELLIGENTLY CURATING MACHINE
LEARNING TRAINING DATA AND
IMPROVING MACHINE LEARNING MODEL
PERFORMANCE

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This application is a continuation of U.S. applica-
tion Ser. No. 16/143,773, filed 27 Sep. 2018, which claims
the benefit of U.S. Provisional Application Ser. No. 62/648,
318, filed 26 Mar. 2018, all of which are incorporated herein
their entireties by this reference.

GOVERNMENT RIGHTS

[0002] The subject matter of the invention may be subject
to U.S. Government Rights under National Science Foun-
dation grants: NSF SBIR Phase 1 Grant—1622049 and NSF
SBIR Phase 2 Grant—1738441.

TECHNICAL FIELD

[0003] The inventions herein relate generally to the
machine learning field, and more specifically to a new and
useful system and method for intelligently training machine
learning models in the machine learning field.

BACKGROUND

[0004] Modern virtual assistants and/or online chatbots
may typically be employed to perform various tasks or
services based on an interaction with a user. Typically, a user
interacting with a virtual assistant may pose a question or
otherwise submit a command to the virtual assistant to
which the virtual assistant may provide a response or a
result. Many of these virtual assistants may be implemented
using a rules-based approach, which typically requires cod-
ing or preprogramming many or hundreds of rules that may
govern a manner in which the virtual assistant should
operate to respond to a given query or command from a user.
[0005] While the rules-based approach for implementing a
virtual assistant may be useful for addressing pointed or
specific queries or commands made by a user, the rigid or
finite nature of this approach severely limits a capability of
a virtual assistant to address queries or commands from a
user that exceed the scope of the finite realm of pointed
and/or specific queries or commands that are addressable by
the finite set of rules that drive the response operations of the
virtual assistant.

[0006] That is, the modern virtual assistants implemented
via a rules-based approach for generating responses to users
may not fully satisfy queries and commands posed by a user
for which there are no predetermined rules to provide a
meaningful response or result to the user.

[0007] Additionally, while machine learning enhances
capabilities of artificially intelligent conversational systems,
inefficiencies continue to persist in training the underlying
machine learning models performing classification and pre-
dictive functions of the artificially intelligent conversation
systems.

[0008] Therefore, there is a need in the machine learning
field for systems and methods that enable rapid and efficient
training of machine learning models and for a flexible virtual
assistant solution that is capable of evolving beyond a finite
set of rules for effectively and conversantly interacting with
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a user. The embodiments of the present application
described herein provide technical solutions that address, at
least, the need described above, as well as the deficiencies of
the state of the art described throughout the present appli-
cation.

BRIEF DESCRIPTION OF THE FIGURES

[0009] FIG. 1 illustrates a schematic representation of a
system 100 in accordance with one or more embodiments of
the present application;

[0010] FIG. 1A illustrates a schematic representation of a
subsystem of system 100 in accordance with one or more
embodiments of the present application;

[0011] FIG. 2 illustrates an example method in accordance
with one or more embodiments of the present application;
[0012] FIG. 3 illustrates a schematic representation of a
system and process for constructing a machine learning test
corpus in accordance with one or more embodiments of the
present application;

[0013] FIG. 4 illustrates a schematic representation of a
system and process for determining a diversity of machine
learning training data in accordance with one or more
embodiments of the present application; and

[0014] FIG. 5 illustrates a schematic representation of a
system and process for determining a coverage of machine
learning training data in accordance with one or more
embodiments of the present application.

DESCRIPTION OF THE PREFERRED
EMBODIMENTS

[0015] The following description of the preferred embodi-
ments of the present application are not intended to limit the
inventions to these preferred embodiments, but rather to
enable any person skilled in the art to make and use these
inventions.

Overview

[0016] As discussed above, existing virtual assistant
implementations do not have the requisite flexibility to
address unrecognized queries or commands from user in
which there are no predetermined rules designed around
narrowly-defined intents. This inflexible structure cannot
reasonably and efficiently address the many variances in the
manners in which a user may pose a query or command to
the virtual assistant.

[0017] The embodiments of the present application, how-
ever, provide artificial intelligence virtual assistant platform
(e.g., an artificially intelligent dialogue system) and natural
language processing capabilities that function to process and
comprehend structured and/or unstructured natural language
input from a user or input from any other suitable source.
Using one or more trained (deep) machine learning models,
such as long short-term memory (LSTM) neural network,
the embodiments of the present application may function to
understand any variety of natural language utterance or
textual input provided to the system. The one or more deep
machine learning models post deployment can continue to
train using unknown and previously incomprehensible que-
ries or commands from users. As a result, the underlying
system that implements the (deep) machine learning models
may function to evolve with increasing interactions with
users and training rather than being governed by a fixed set
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of predetermined rules for responding to narrowly-defined
queries, as may be accomplished in the current state of the
art.

[0018] Accordingly, the evolving nature of the artificial
intelligence platform described herein therefore enables the
artificially intelligent virtual assistant latitude to learn with-
out a need for additional programming and the capabilities
to ingest complex (or uncontemplated) utterances and text
input to provide meaningful and accurate responses.
[0019] Additionally, a machine learning model configura-
tion and management console of one or more embodiments
of the present application enable a rapid and efficient train-
ing of machine learning models employed in the artificially
intelligent virtual assistant.

[0020] Additionally, the one or more embodiments pro-
vide systems and techniques for intelligently curating large
volumes of machine learning data for dialogue systems with
limited access to sufficient training data. The one or more
embodiments detail one or more training data sourcing
techniques that may function to reduce training requirements
of machine learning models of a deployed system. In some
embodiments, the one or more techniques provide intelli-
gence with respect to a quality of collected training data and
whether the training data will function to improve one or
more machine learning models without actually training the
one or more machine learning models with the collected
training data. Accordingly, a technical benefit of one or more
of these embodiments include a significant reduction in the
training of machine learning models with sub-optimal and/or
poor quality training data and reduction in use of computing
resources including memory and computer processing
power because of the one or more embodiments enable a
reduction in training requirements for machine learning
models.

Intelligent Machine Learning Training Data Curation

[0021] Further, it may be additionally recognized in the
artificially intelligent dialogue systems space that large
volumes of training data are typically required for deploying
high performance machine learning models in such dialogue
systems. While some entities that implement and/or deploy
these dialogue systems have access to large volumes of
training data based data that may be accessible from related
and well-developed systems and platforms, this is not the
case for entities without such advantages. Thus, a lack of
accessibility and/or availability of large volumes of training
data for newly developing and/or relatively newly deployed
artificially intelligent dialogue systems appears to be a
significant hurdle.

[0022] The one or more embodiments of the present
application, however, provide systems and techniques that
enables an intelligent and efficient sourcing of large volumes
of training data as well as one or more systems and tech-
niques that enable an intelligent curation of training data for
the purposes of implementing a highly performant artifi-
cially intelligent dialogue system.

[0023] As described in more detail below, one or more
embodiments of the present application disclose intelligent
training data sourcing methods (e.g., data collection meth-
ods). As detailed in one or more of the embodiments herein,
the systems and methods function to configure one or more
sourcing parameters including for constructing appropriate
prompt compositions and mixtures for collecting a most

Sep. 26, 2019

optimal training data set from one or more training data
sources including remote crowdsourcing platforms.

[0024] Additional embodiments of the present application
provide systems and methods that enable intelligent mea-
sures of performance and measures of efficacy of the col-
lected training data without having to train and measure an
accuracy of a subject machine learning model. These intel-
ligent measures may additionally function to inform an
optimal curation of the training data.

[0025] 1. System for Intelligently Curating Machine
Learning Training Data for Improving Performance Metrics
of' a Machine Learning Model

[0026] As shown in FIG. 1, a system 100 that automati-
cally trains and/or configures machine learning models
includes an artificial intelligence (Al) virtual assistant plat-
form 110 (e.g., artificially intelligent dialogue platform), a
machine learning configuration interface 120, a training/
configuration data repository 130, a configuration data
queue 135, and a plurality of external training/configuration
data sources 140.

[0027] As shown in FIG. 1A, a subsystem 170 for intel-
ligently training and/or configuring a machine learning
model includes a machine learning model configuration and
management console 175, a plurality of external training
data sources 180, a plurality of datastores 185, and a training
data processing engine 190.

[0028] The machine learning model configuration and
management console 175 preferably functions to provide a
user interface that may be in operable communication and/or
configurational control of one or more components of the
subsystem 170 as well as the artificially intelligent conver-
sational system 100. The machine learning configuration
and management console 175 preferably enables an admin-
istrator of a machine learning system or environment to
perform configuration updates to one or more machine
learning models of the machine learning system and/or
configure new machine learning models into the machine
learning system. The management console 175 may be
implemented by one or more private or public (hardware)
computing servers and/or computing servers of a distributed
computing system (e.g., the cloud).

[0029] The plurality of external training data sources 180
preferably include several disparate sources of labeled train-
ing data that may be used for training machine learning
models. For instance, the plurality of external training data
sources 180 may include a crowdsourcing data platform,
such as Amazon Mechanical Turk or the like, in which
labeled data is sourced from a number of data sources or
users into the crowdsourcing data platform.

[0030] The plurality of datastores 185 may function to
collect and store machine learning training data from the
plurality of external training data sources 180.

[0031] The training data processing engine 190 may func-
tion to process the raw training data samples collected from
the plurality of external training data sources 180 into a
refined or finished composition or list of training data
samples that may be deployed into an operational or live
machine learning model of the system 100.

[0032] Generally, the system 100 functions to implement
the artificial intelligence virtual assistant platform no to
enable intelligent and conversational responses by an arti-
ficially intelligent virtual assistant to a user query and/or
user command input into the system 100. Specifically, the
system 100 functions to ingest user input in the form of text
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or speech into a user interface 160. At natural language
processing components of the system 100 that may include,
at least, the competency classification engine 120 the slot
identification engine 130, and a slot value extractor 135, the
system 100 functions to identify a competency classification
label for the user input data and parse the user input data into
comprehensible slots or segments that may, in turn, be
converted into program-comprehensible and/or useable fea-
tures. Leveraging the outputs of the natural language pro-
cessing components of the system 100, the observables
extractor 140 may function to generate handlers based on the
outcomes of the natural language processing components
and further, execute the generated handlers to thereby per-
form various operations that accesses one or more data
sources relevant to the query or command and that also
performs one or more operations (e.g., data filtering, data
aggregation, and the like) to the data accessed from the one
or more data sources.

[0033] The artificial intelligence virtual assistant platform
110 functions to implement an artificially intelligent virtual
assistant capable of interacting and communication with a
user. The artificial intelligence platform 110 may be imple-
mented via one or more specifically configured web or
private computing servers (or a distributed computing sys-
tem; e.g., the cloud) or any suitable system for implementing
the system 100 and/or the method 200.

[0034] In some implementations, the artificial intelligence
virtual assistant platform 110 may be a remote platform
implemented over the web (e.g., using web servers) that is
configured to interact with distinct and disparate service
providers. In such implementation, an event such as a user
attempting to access one or more services or data from one
or more data sources of the service provider may trigger an
implementation of the artificially intelligent virtual assistant
of the Al platform 110. Thus, the AI virtual assistant
platform 110 may work in conjunction with the service
provider to attend to the one or more queries and/or com-
mands of the users of the service provider. In this imple-
mentation, the data sources 160 may be data sources of the
service provider that are external data sources to the Al
virtual assistant platform 110.

[0035] The competency classification engine 120 together
with the slot identification engine 130 and the slot value
extractor 135 preferably function to define a natural lan-
guage processing (NLP) component of the artificial intelli-
gence platform 110. In one implementation, the natural
language processing component may additionally include
the automatic speech recognition unit 105.

[0036] The competency classification engine 120 func-
tions to implement one or more competency classification
machine learning models to label user input data comprising
a user query or a user command. The one or more compe-
tency classification machine learning models may include
one or more deep machine learning algorithms (e.g., a
recurrent neural network, etc.) that have been specifically
trained to identify and/or classify a competency label for
utterance input and/or textual input. The training input used
in training the one or more deep machine learning algo-
rithms of the competency classification engine 120 may
include crowdsourced data obtained from one or more
disparate user query or user command data sources and/or
platforms (e.g., messaging platforms, etc.). However, it shall
be noted that the system 100 may obtain training data from
any suitable external data sources. The one or more deep
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machine learning algorithms may additionally be continu-
ally trained using user queries and user commands that were
miss-predicted or incorrectly analyzed by the system 100
including the competency classification engine 120.

[0037] The competency classification engine 120 may
additionally be configured to generate or identify one com-
petency classification label for each user query and/or user
command input into the engine 120. The competency clas-
sification engine 120 may be configured to identify or select
from a plurality of predetermined competency classification
labels (e.g., Income, Balance, Spending, Investment, [oca-
tion, etc.). Each competency classification label available to
the competency classification engine 120 may define a
universe of competency-specific functions available to the
system 100 or the artificially intelligent assistant for han-
dling a user query or user command. That is, once a
competency classification label is identified for a user query
or user command, the system 100 may use the competency
classification label to restrict one or more computer-execut-
able operations (e.g., handlers) and/or filters that may be
used by system components when generating a response to
the user query or user command. The one or more computer-
executable operations and/or filters associated with each of
the plurality of competency classifications may be different
and distinct and thus, may be used to process user queries
and/or user commands differently as well as used to process
user data (e.g., transaction data obtained from external data
sources 160).

[0038] Additionally, the competency classification
machine learning model 120 may function to implement a
single deep machine learning algorithm that has been trained
to identify multiple competency classification labels. Alter-
natively, the competency classification machine learning
model 120 may function to implement an ensemble of deep
machine learning algorithms in which each deep machine
learning algorithm of the ensemble functions to identify a
single competency classification label for user input data.
For example, if the competency classification model 120 is
capable of identifying three distinct competency classifica-
tion labels, such as Income, Balance, and Spending, then the
ensemble of deep machine learning algorithms may include
three distinct deep machine learning algorithms that classify
user input data as Income, Balance, and Spending, respec-
tively. While each of the deep machine learning algorithms
that define the ensemble may individually be configured to
identify a specific competency classification label, the com-
bination of deep machine learning algorithms may addition-
ally be configured to work together to generate individual
competency classification labels. For example, if the system
receives user input data that is determined to be highly
complex (e.g., based on a value or computation of the user
input data exceeding a complexity threshold), the system
100 may function to selectively implement a subset (e.g.,
three machine learning algorithms from a total of nine
machine learning algorithms or the like) of the ensemble of
machine learning algorithms to generate a competency clas-
sification label.

[0039] Additionally, the competency classification engine
120 may be implemented by the one or more computing
servers, computer processors, and the like of the artificial
intelligence virtual assistance platform 110.

[0040] The slot identification engine 130 functions to
implement one or more machine learning models to identify
slots or meaningful segments of user queries or user com-
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mands and to assign a slot classification label for each
identified slot. The one or more machine learning models
implemented by the slot identification engine 130 may
implement one or more trained deep machine learning
algorithms (e.g., recurrent neural networks). The one or
more deep machine learning algorithms of the slot identifi-
cation engine 130 may be trained in any suitable manner
including with sample data of user queries and user com-
mands that have been slotted and assigned slot values and/or
user system derived examples. Alternatively, the slot iden-
tification engine 130 may function to implement an
ensemble of deep machine learning algorithms in which
each deep machine learning algorithm of the ensemble
functions to identify distinct slot labels or slot type labels for
user input data. For example, slot identification engine 130
may be capable of identifying multiple distinct slot classi-
fication labels, such as Income, Account, and Date labels,
then the ensemble of deep machine learning algorithms may
include three distinct deep machine learning algorithms that
function to classify segments or tokens of the user input data
as Income, Account, and Date, respectively.

[0041] A slot, as referred to herein, generally relates to a
defined segment of user input data (e.g., user query or user
command) that may include one or more data elements (e.g.,
terms, values, characters, media, etc.). Accordingly, the slot
identification engine 130 may function to decompose a
query or command into defined, essential components that
implicate meaningful information to be used when generat-
ing a response to the user query or command.

[0042] A slot label which may also be referred to herein as
a slot classification label may be generated by the one or
more slot classification deep machine learning models of the
engine 130. A slot label, as referred to herein, generally
relates to one of a plurality of slot labels that generally
describes a slot (or the data elements within the slot) of a
user query or user command. The slot label may define a
universe or set of machine or program-comprehensible
objects that may be generated for the data elements within
an identified slot.

[0043] Like the competency classification engine 120, the
slot identification engine 120 may implement a single deep
machine learning algorithm or an ensemble of deep machine
learning algorithms. Additionally, the slot identification
engine 130 may be implemented by the one or more com-
puting servers, computer processors, and the like of the
artificial intelligence virtual assistance platform 110.

[0044] The machine learning models and/or the ensemble
of machine learning models may employ any suitable
machine learning including one or more of: supervised
learning (e.g., using logistic regression, using back propa-
gation neural networks, using random forests, decision trees,
etc.), unsupervised learning (e.g., using an Apriori algo-
rithm, using K-means clustering), semi-supervised learning,
reinforcement learning (e.g., using a Q-learning algorithm,
using temporal difference learning), and any other suitable
learning style. Each module of the plurality can implement
any one or more of: a regression algorithm (e.g., ordinary
least squares, logistic regression, stepwise regression, mul-
tivariate adaptive regression splines, locally estimated scat-
terplot smoothing, etc.), an instance-based method (e.g.,
k-nearest neighbor, learning vector quantization, self-orga-
nizing map, etc.), a regularization method (e.g., ridge regres-
sion, least absolute shrinkage and selection operator, elastic
net, etc.), a decision tree learning method (e.g., classification
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and regression tree, iterative dichotomiser 3, C,, chi-
squared automatic interaction detection, decision stump,
random forest, multivariate adaptive regression splines, gra-
dient boosting machines, etc.), a Bayesian method (e.g.,
naive Bayes, averaged one-dependence estimators, Bayesian
belief network, etc.), a kernel method (e.g., a support vector
machine, a radial basis function, a linear discriminate analy-
sis, etc.), a clustering method (e.g., k-means clustering,
expectation maximization, etc.), an associated rule learning
algorithm (e.g., an Apriori algorithm, an Eclat algorithm,
etc.), an artificial neural network model (e.g., a Perceptron
method, a back-propagation method, a Hopfield network
method, a self-organizing map method, a learning vector
quantization method, etc.), a deep learning algorithm (e.g.,
a restricted Boltzmann machine, a deep belief network
method, a convolution network method, a stacked auto-
encoder method, etc.), a dimensionality reduction method
(e.g., principal component analysis, partial lest squares
regression, Sammon mapping, multidimensional scaling,
projection pursuit, etc.), an ensemble method (e.g., boosting,
boostrapped aggregation, AdaBoost, stacked generalization,
gradient boosting machine method, random forest method,
etc.), and any suitable form of machine learning algorithm.
Each processing portion of the system 100 can additionally
or alternatively leverage: a probabilistic module, heuristic
module, deterministic module, or any other suitable module
leveraging any other suitable computation method, machine
learning method or combination thereof. However, any
suitable machine learning approach can otherwise be incor-
porated in the system 100. Further, any suitable model (e.g.,
machine learning, non-machine learning, etc.) can be used in
implementing the artificially intelligent virtual assistant and/
or other components of the system 100.

[0045] The slot value extraction unit 135 functions to
generate slot values by extracting each identified slot and
assigned slot label of the user query or user command and
converting the data elements (i.e., slot data) within the slot
to a machine or program-comprehensible object or instance
(e.g., term or value); that is, the slot label is mapped to
coding or data that a computer or program of the system 100
comprehends and is able to manipulate or execute processes
on. Accordingly, using the slot label generated by the slot
identification engine 130, the slot extraction unit 135 iden-
tifies a set or group of machine or program-comprehensible
objects or instances that may be applied to slot data of a slot
assigned with the slot label. Thus, the slot extraction unit
135 may convert the slot data of a slot to a machine or
program-comprehensible object (e.g., slot values) based on
the slot label and specifically, based on the available objects,
instances, or values mapped to or made available under the
slot label.

[0046] The observables extractor 140 functions to use the
slot values comprising the one or more program-compre-
hensible objects generated at slot extraction unit 135 to
determine or generate one or more handlers or subroutines
for handling the data of or responding to the user query or
user command of user input data. The observables extractor
140 may function to use the slot values provided by the slot
extraction unit 135 to determine one or more data sources
relevant to and for addressing the user query or the user
command and determine one or more filters and functions or
operations to apply to data accessed or collected from the
one or more identified data sources. Thus, the coding or
mapping of the slot data, performed by slot extraction unit
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135, to program-comprehensible objects or values may be
used to specifically identify the data sources and/or the one
or more filters and operations for processing the data col-
lected from the data sources.

[0047] The response generator 150 functions to use the
competency classification label of the user input data to
identify or select one predetermined response template or
one of a plurality of predetermined response templates. For
each competency classification label of the system 100, the
system 100 may have stored a plurality of response tem-
plates that may be selected by the response generator 150
based on an identified competency classification label for
user input data. Additionally, or alternatively, the response
template may be selected based on both the competency
classification label and one or more generated slot values. In
such instance, the one or more slot values may function to
narrow the pool of response template selectable by the
response generator to a subset of a larger pool of response
templates to consider the variations in a query or user
command identified in the slot values. The response tem-
plates may generally a combination of predetermined output
language or text and one or more input slots for interleaving
the handler outputs determined by the observables extractor
140.

[0048] The user interface system 105 may include any
type of device or combination of devices capable of receiv-
ing user input data and presenting a response to the user
input data from the artificially intelligent virtual assistant. In
some embodiments, the user interface system 105 receives
user input data in the form of a verbal utterance and passes
the utterance to the automatic speech recognition unit 115 to
convert the utterance into text. The user interface system 105
may include, but are not limited to, mobile computing
devices (e.g., mobile phones, tablets, etc.) having a client
application of the system 100, desktop computers or laptops
implementing a web browser, an automated teller machine,
virtual and/or personal assistant devices (e.g., Alexa, Google
Home, Cortana, Jarvis, etc.), chatbots or workboats, etc. An
intelligent personal assistant device (e.g., Alexa, etc.) may
be any type of device capable of touchless interaction with
a user to performing one or more tasks or operations
including providing data or information and/or controlling
one or more other devices (e.g., computers, other user
interfaces, etc.). Thus, an intelligent personal assistant may
be used by a user to perform any portions of the methods
described herein, including the steps and processes of
method 200, described below. Additionally, a chatbot or a
workbot may include any type of program (e.g., slack bot,
etc.) implemented by one or more devices that may be used
to interact with a user using any type of input method (e.g.,
verbally, textually, etc.). The chatbot or workbot may be
embedded or otherwise placed in operable communication
and/or control of a communication node and thus, capable of
performing any process or task including, but not limited to,
acquiring and providing information and performing one or
more control operations.

[0049] 2. Method for Intelligently Curating Machine
Learning Training Data for Improving Performance Metrics
of' a Machine Learning Model

[0050] As shown in FIG. 2, a method 200 for intelligently
and automatically sourcing and curating machine learning
training data includes constructing a machine learning test
corpus S210, sourcing machine learning training data S215,
measuring one or more efficacy metrics of a corpora of raw
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machine learning training data S220, measuring an accuracy
of a set of machine learning models S230, tuning one or
more parameters of the machine learning training data
sourcing technique S240, processing the machine learning
training data S250, and deploying the machine learning
training data S260.

[0051] The method 200 functions to enable intelligent
techniques and system for sourcing large volumes of
machine learning training data and additional systems and
techniques that enable intelligent curation for building a
highly performant artificially intelligent dialogue system, as
described in U.S. patent application Ser. No. 15/797,414 and
U.S. patent application Ser. No. 15/821,010, which are both
incorporated in their entireties in this application by this
reference.

2.1 Constructing Machine Learning Test (Baseline) Sets

[0052] S210, which includes constructing a machine
learning test corpus, functions to generate a machine learn-
ing test corpus for each of a plurality of distinct classification
intents (e.g., classification categories, predefined categories,
sub-categories, etc.) and/or for each of a plurality of
machine learning classifiers. Preferably, a machine learning
test corpus comprises a plurality of sentences (e.g., state-
ments, queries, and/or commands with or without punctua-
tion, etc.) defining a machine learning testing set for one or
more classification intents of artificially intelligent dialogue
system. That is, for a given dialogue system an intent
classification task includes receiving user utterance as input
and classifies the user utterance into one of a plurality of
predefined categories.

[0053] In some embodiments, the machine learning test
corpus may function as a baseline for evaluating one or more
quality metrics or performance metrics of raw or unrefined
machine learning training data. Additionally, or alterna-
tively, the machine learning test corpus may function as
machine learning training input for an initial training of a
machine learning algorithm. In some embodiments, a plu-
rality of distinct machine learning test corpus (i.e., a corpora
of machine learning test corpus) may be defined for evalu-
ating a plurality of distinct corpus of raw machine learning
training data and/or for training a plurality of distinct
machine learning algorithms.

[0054] S210, in some embodiments, may function to con-
struct a machine learning test corpus using historical user
queries or commands from a deployed (dialogue) system, as
shown by way of example in FIG. 3. For instance, S210 may
function to collect a plurality of user queries or user com-
mands from a deployed artificially intelligent dialogue sys-
tem by test sampling from the production logs of the
deployed system. Accordingly, the production logs of such
deployed system may include thousands or millions of
historical user queries or user commands posed to or pro-
vided as input into the deployed system. It shall be noted that
S210 may function to construct the machine learning test
corpus using sampled data from any suitable user logs,
systems or repositories having real user query and/or user
command data including, from recordings or transcripts
between a user and a representative or agent of an entity
(e.g., a customer service agent).

[0055] In some embodiments, S210 may function to con-
struct a machine learning test corpus based on artificial
and/or engineered queries or commands. In such embodi-
ments, a plurality of distinct sentences (test datum) may be
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engineered by one or more skilled artisans (e.g., developers,
engineers, etc.) of an artificially intelligent deployed system
or the like. Accordingly, in such embodiments, one or more
ideal (or prototypical) user queries and/or one or more user
commands may be manually-generated by an engineer or
developer associated with the deployed system. The engi-
neered user queries and/or user commands preferably
include queries and/or commands that are distinct from the
real user queries and/or real user commands of a deployed
system. In some embodiments, the engineered user queries
and/or user commands may be variations (or enhancements)
of real user queries and/or real user commands.

[0056] Additionally, or alternatively, S210 may function
to configure a mixture of a machine learning test corpus to
include a combination of historical user queries and/or user
commands from a deployed system and engineered user
queries and/or user commands. An initial composition of the
mixture of the machine learning test corpus may be based on
predetermined proportions or ratios for each of the historical
queries and/or commands and the engineered queries and/or
commands. For example, historical (real) user queries from
a deployed system may form 70% of a mixture or compo-
sition of a machine learning test corpus and the engineered
queries may form the remaining 30% of the mixture of the
machine learning test corpus.

[0057] In some embodiments, a desired composition of a
mixture of a machine learning test corpus may be set such
that S210 may function to automatically populate the
machine learning test corpus with a number of historical
queries and/or commands and engineered queries and/or
commands according to pre-selected proportions (e.g., 60%
historical, 40% engineered, etc.). In such embodiments,
S210 may function to test sample a historical database or
repository of a deployed system to meet or satisfy the
selected proportion for historical queries and/or commands
and function to automatically engineer or pull from a
database of engineered queries and/or commands to satisfy
the predefined proportion for engineered queries and/or
engineered commands.

[0058] Additionally, or alternatively, in a machine learn-
ing test corpora in which a plurality of distinct machine
learning test corpus define the corpora, S210 may function
to augment each of the distinct corpus with intent or clas-
sification labels (or metadata) corresponding to one or more
prescribed intents (i.e., classification intent labels).

2.2 Configuring Training Data Sourcing Parameters and
Sourcing Training Data

[0059] S215, which includes sourcing machine learning
training data, functions to enable a configuration and/or
setting of one or more training data sourcing parameters for
sourcing a corpora of raw machine learning training data
from one or more sources (e.g., one or more crowdsourcing
platforms, etc.) of training data. The one or more training
data sourcing parameters for sourcing the corpora of training
data preferably include classification intent-specific descrip-
tions, prompts, or examples that define a scope for sourcing
and/or generating suitable training data for a given intent
classification task and/or an intent-specific machine learning
model (classifier). Preferably, S215 functions to source the
corpora of raw machine learning training data for training
and improving one or more machine learning algorithms
used in implementing an artificially intelligent dialogue
system (e.g., system 100) or the like from one or more
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remote crowdsourcing platforms. However, it shall be noted
that S215 may be implemented to configure training data
sourcing parameters for sourcing machine learning training
data for any suitable system or the like that implement
machine learning algorithms for performing classification
tasks and/or inference tasks based on any suitable input
values.

[0060] In a preferred embodiment, a corpora of raw
machine learning training data includes a plurality of distinct
corpus of machine learning training data. In such embodi-
ment, each of the plurality of distinct corpus of machine
learning training data may be generated and/or collected for
the purposes of training an ensemble of distinct machine
learning classifiers used for classifying user utterances or
user input in a deployed dialogue system. For instance, a
corpora of raw machine learning training data may include
forty-seven (47) distinct corpus of machine training data, for
example, for training 47 distinct machine learning classifiers
implemented within a deployed dialogue system or the like.
In such example, each of the 47 distinct machine learning
classifiers may be implemented for categorizing and/or
classifying user input according to one of the 47 distinct
classification intents of the deployed system.

[0061] In some embodiments, S215 may additionally
function to define a set of prompts (seed samples) for
sourcing raw machine learning training data for each of a
plurality of intent classification tasks and/or for each distinct
machine learning classifier of an artificially intelligent dia-
logue system. In some embodiments, the set of prompts may
be engineered based on a definition and/or specification of
an intent classification task or the like. For instance, an
engineer or a developer associated with a dialogue system
may function to generate a set of prompts based on their
understanding of the intent classification tasks of a deployed
dialogue system or the like.

[0062] Additionally, or alternatively, S215 may function
to generate the set of prompts based on historical or real user
queries and/or user commands. In one implementation, S215
may function to randomly sample a predetermined number
of user utterances from a deployed system and convert the
random samples into prompts for constructing paraphrasing
requests for sourcing training data. In another implementa-
tion, S215 may function to randomly sample a predeter-
mined number of user utterances from a machine learning
test corpus and convert the random samples into prompts for
constructing scenario-driven prompts and paraphrasing
requests for sourcing training data.

[0063] In a first implementation, S215 may function to
define training data sourcing parameters comprising a set of
prompts for sourcing raw machine learning training data for
a classification intent. The set of prompts may define a set of
scenarios that enable the generation of raw machine learning
data responsive to the scenario. Accordingly, S215 may
function to define instructions for a scenario-driven request
for raw machine learning training data from a remote
crowdsourcing platform or the like. In the scenario-driven
approach, the set of prompts describe or include real-world
situations or circumstances that requires or prompts
responses to the real-world circumstances or situations. The
responses to the real-world situation of a prompt preferably
comprises raw machine learning training data. Suitably, a
scenario-driven prompt functions to simulate real world
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situations that enable the creation of natural user queries
and/or commands (requests) resembling real user queries
and/or commands.

[0064] In a first variation, S215 may function to define a
set of prompts for sourcing raw machine learning training
data for an intent classification task may include defining a
generic (coarse) scenario in which a broad or general
description of a real-world (or similar) situation related to a
targeted classification intent without additional instructions
constraining a manner in which a response to the scenario
may be provided. For example, a generic scenario for a
specific intent may be “You want to know about your
account balance” and does not include further instructions
for guiding and/or providing responses to the generic sce-
nario.

[0065] In a second variation, S215 may function to define
a set of prompts for sourcing raw machine learning training
data for a classification intent may include defining a spe-
cific (granular) scenario of a real-world (or similar) situation
related to a targeted classification intent in which additional
details beyond a generic scenario may be provided to
generate responses to the specific scenario with more modi-
fiers or constraints. In some embodiments, a specific sce-
nario may additionally include specific requirements relat-
ing to information that is required to be included in a
response to the specific scenario. For example, a specific
scenario for a specific intent may be “You'd like to know the
balance of one of your accounts. (Please specify the account
you want to inquire about in your responses)”.

[0066] Additionally, or alternatively, S215 may function
to construct a composition and/or mixture of generic sce-
narios and specific scenarios for sourcing raw machine
learning training data for a specific intent classification task.
The composition or mixture may include any suitable ratio
between generic and specific scenarios; however, in a pre-
ferred embodiment, in an optimal composition or mixture,
S215 may function to include a higher ratio of specific
scenarios than a ratio of generic scenarios to yield an
improved corpus of raw machine learning training data.
[0067] In a second implementation, S215 may function to
define a set of prompts for sourcing raw machine learning
training data for a classification intent may include defining
a request or instruction for rephrasing and/or paraphrasing
the set of prompts (or statements, sentences, etc.) where the
resulting response (i.e., the rephrasing or the paraphrasing)
comprises the raw machine learning training data for the
classification intent. In some embodiments, S215 may func-
tion to construct the set of prompts for the paraphrasing
request based on converting one or more scenario-driven
prompts. In such embodiments, a scenario-driven prompt
may be converted to a user query or a user command that
should be rephrased or paraphrased. Accordingly, depending
on a source of the scenario-driven prompt, S215 may
function to generate one of two types of paraphrasing
prompts including one of a generic prompt and a specific
prompt.

[0068] Additionally, or alternatively, S215 may function
to construct a composition and/or mixture of scenario-driven
prompts and paraphrasing requests for sourcing raw
machine learning training data for a specific intent classifi-
cation task and/or for any suitable number of intent classi-
fication tasks. The composition or mixture of scenario
prompts and paraphrasing prompts may include any suitable
ratio between scenarios and requests for paraphrasing; how-
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ever, in a preferred embodiment, in an optimal composition
or mixture, S215 may function to include a higher ratio of
scenario-driven prompts than a ratio of paraphrasing
requests to yield an improved corpus of raw machine
learning training data. For example, a composition of train-
ing data sourcing prompts may include a predetermined
number of prompts in which the scenario-driven prompts
make up 60% of the population (or set) and paraphrasing
prompts constitute the remaining 40% of the population of
training data sourcing prompts.

[0069] Accordingly, in one or more embodiments, S215
may function to set a variety of training data sourcing
parameters including: [1] a setting a prompt generation
source or prompt generation parameters (e.g., selecting test
sampled (real) user queries and/or engineered queries) for
constructing scenario-driven prompts and paraphrasing
prompts; and [2] setting a composition or mixture of training
data sourcing prompts (e.g., setting mixture ratios, etc.). As
discussed below, the training data sourcing parameters, in
some embodiments, may be automatically adjusted or recon-
figured according to one or more calculated training data
quality metrics and/or thresholds.

[0070] In one or more embodiments, S215 may addition-
ally or alternatively function to automatically adjust one or
more training data sourcing parameters including prompt
generation parameters and a composition or a mixture of
training data sourcing prompts based on one or more train-
ing data quality metrics and/or training data quality thresh-
olds. In some embodiments, S215 may function to automati-
cally reconfigure training data sourcing parameters based on
one or more of calculated coverage metrics of a corpora of
raw machine learning training corpora, diversity metrics of
the corpora of raw machine learning training data, and/or
performance (e.g., accuracy metrics, etc.) metrics of one or
more machine learning algorithms trained using the corpora
of raw machine learning training data.

[0071] Accordingly, if one or more metrics of the corpora
of raw machine learning training data do not satisfy one or
more training data quality thresholds (e.g., a minimum
coverage threshold, a minimum diversity threshold, etc.)
and/or if one or more performance metrics of the one or
more machine learning algorithms trained using the corpora
of training data do no satisty performance metrics (e.g.,
accuracy metrics, etc.), S210 may function to automatically
adjust or reconfigure one or more training data sourcing
parameters to increase/decrease proportions and/or add/
remove historical (real) user queries/commands and propor-
tions of engineered user queries/commands in a mixture or
composition. S215 may additionally or alternatively auto-
matically adjust prompt generation parameters by increas-
ing/decreasing the historical queries/commands and/or the
engineered queries/commands used in constructing prompts.

[0072] S215 may additionally or alternatively function to
launch one or more requests for machine learning training
data to one or more training data sources based on setting the
one or more training data sourcing parameters. In some
embodiments, the one or more requests for machine learning
training data may be provided as input into one or more
distinct training data request templates. In such embodi-
ments, the method 200 or a related method or system may
function to construct the distinct training data request tem-
plates according to a configuration of each of the one or
more training data sources.
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[0073] S215 may additionally or alternatively function to
collect raw machine learning training data from the one or
more training data sources in response to the one or more
requests for machine learning training data. In a preferred
embodiment, the machine learning training data from each
of the training data sources comprise a plurality of labeled
training data samples proliferated based on or using the
training data sourcing parameters. Accordingly, the machine
learning training data returned from the one or more training
data sources may include a large number (e.g., hundreds,
thousands, millions, etc.) of labeled training data samples
that are variants of the paraphrasing prompts or responsive
to the scenario-driven prompts.

2.3 Calculating Efficacy Metrics for the Machine Learning
Training Data

[0074] S220, which includes measuring one or more effi-
cacy metrics of a corpora of raw machine learning training
data, functions to evaluate one or more training data acqui-
sition methods and one or more quality or efficacy metrics
of each distinct corpus of raw machine learning training
data. As described herein, a training data collection method
may include one or more methods by which parameters for
sourcing machine learning training data are configured and/
or constructed including, for example, a construction of
scenario-driven prompts and/or paraphrasing-driven
prompts and/or a setting of a composition of a mixture of
these distinct types of prompts.

[0075] In a first implementation, S220 may function to
evaluate and/or measure a diversity metric of each distinct
corpus within a corpora of raw machine learning training
data and correspondingly, generate an aggregate diversity
metric value for the corpora of raw machine learning train-
ing data, as shown by way of example in FIG. 4. In general,
a diversity metric, as referred to herein, preferably provides
a measure indicating a level of heterogeneity among raw
machine learning training data (e.g., between training sen-
tences of a single corpus) of a distinct corpus. Additionally,
or alternatively, the diversity metric may also provide a
measure indicating a level of heterogeneity of an entire
corpora of raw machine learning training data, which may
include a plurality of distinct corpus of raw machine learn-
ing training data for a plurality of distinct intent classifica-
tion tasks or the like. That is, a diversity metric may be
additionally calculated between two or more distinct corpus
of a corpora of raw machine learning training data.

[0076] In an evaluation of each distinct corpus of raw
machine learning training data, S220 may function to con-
struct a plurality of diversity pairwise comparisons between
the training data within the distinct corpus of raw machine
learning training data. In a preferred embodiment, each
training datum within the distinct corpus comprises a train-
ing sentence or the like and in such preferred embodiment,
S220 may function to generate diversity pairwise compari-
sons between a selected training datum or selected training
sentence within the distinct corpus and each of the remain-
ing training data or training sentences within the distinct
corpus.

[0077] Accordingly, for each diversity pairwise elements
(or diversity pair) comprising sentences a and b that is
evaluated from a distinct corpus of raw machine learning
training data, S220 may function to calculate the reverse of
the mean Jaccard Index between the sentences a and b
n-grams sets:
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[0078] Where N is the maximum n-gram length, which
may be 3 or any suitable value. Accordingly, the evaluation
in S220 may function to calculate a semantic difference
value for each diversity pairwise elements from the distinct
corpus. In some embodiments, the semantic difference value
for a given diversity pairwise elements may sometimes be
referred to herein as a (diversity) pairwise score. Thus, S220
may function to calculate a diversity pairwise score for each
pairing of a selected sentence from the distinct corpus of
machine learning training data and the other remaining
sentences in the distinct corpus of machine learning training
data. For example, a distinct corpus of machine learning
training data may include four training sentences [X1, X2,
X3, and X4] with sentence X2 being an initially selected
sentence for diversity pairwise scoring. In such example, a
diversity pairwise scoring value may be produced for each
of the pairings including [X2, X1], [X2, X3], and [X2, X4].
A similar pairwise scoring may be produced for each of the
remaining sentences in the corpus of machine learning
training data (e.g., when X3 is the selected sentence [X3,
X1], [X3, X2], and [X3, X4], etc.) until all of the training
sentences have been compared and distinct pairwise score
values created for each diversity pair.

[0079] Accordingly, S220 may function to generate a
diversity pairwise score (i.e., D (a, b)) for each of the
training datum pairings of a distinct corpus. Once S220 has
generated a pairwise score for each of the possible pairwise
combinations in a distinct corpus of machine learning train-
ing data, S220 may additionally or alternatively generate a
corpus diversity score value for the distinct corpus of
machine learning training data. In some embodiments, the
corpus diversity score value may be calculated by summing
all diversity pairwise scores for each possible sentence
pairing combination of a distinct corpus and dividing the
sum of all diversity pairing scores by the number of sentence
pairing combinations of the distinct corpus. In some
embodiments, the diversity pairwise score D (a, b)=D (b, a)
and thus, while D (a, b) and D (b, a) may appear to be
distinct diversity pairwise scorings, S220 may function to
count only once the diversity score associated with each of
D (a, b) and D (b, a) to avoid duplicating a same diversity
pairwise scoring for a previous or essentially same diversity
pairwise comparison.

[0080] Preferably, S220 functions to calculate a corpus
diversity pairwise score for each of a plurality of distinct
corpus of a corpora of raw machine learning training data.
For instance, if the corpora of raw machine learning training
data is sourced for 47 distinct classification intents, then the
corpora should include 47 distinct corpus of raw machine
learning data and thus, S220 may function to calculate 47
disparate corpus diversity pairwise values. For example,
S220 may function to calculate an aggregate diversity pair-
wise score across all intent classifications of a corpora of
machine learning training data with the following formula:

[0081] Accordingly, S220 may function to compute an
average corpus diversity score over all sentence pairs within
a distinct corpus (e.g., classification intent training data) of
machine learning training data, then average across the
plurality of distinct corpus of machine learning training data
of'a corpora; where I may be the set of classification intents
or intent classification tasks (performable by a deployed
dialogue system) and X, may be the set of individual training
datum (e.g., training sentences) labelled with a specific
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classification intent i in the corpora of raw machine learning
training data (e.g., the entire training set).

[0082] In this first implementation, S220 may function to
store calculated corpus diversity scores in association with
each respective distinct corpus of machine learning training
data of a corpora of raw machine learning training data.
S220 may additionally function to store the aggregate diver-
sity score in association with the corpora of raw machine
learning training data.

[0083] In a second implementation, S220 may function to
additionally or alternatively evaluate and/or measure a cov-
erage metric for each distinct corpus of machine learning
training data within a corpora of raw machine learning
training data and correspondingly, generate an aggregate
coverage metric value for the corpora of raw machine
learning training data, as shown by way of example in FIG.
5. In general, a coverage metric, as referred to herein,
preferably provides a measure indicating how well or a level
to which a machine learning training dataset covers a
complete space (or universe) of different ways an intent
(classification intent) can be expressed (by a user or the like
of an automated dialogue or conversational system). In
regards to a distinct corpus of machine learning training data
associated with a classification intent i, a calculated cover-
age metric for the distinct corpus indicates how well the
training data within the distinct corpus covers (or overlaps)
with all potential ways of expressing the classification intent
i. Accordingly, in one or more embodiments, the coverage
metric may provide a measure indicating how well or how
much (or to what degree) the training data within the distinct
corpus covers (or overlaps) a machine learning test corpus.
The coverage metric value may be expressed in any suitable
manner or value within a predefined range of values includ-
ing, but not limited to, as a numeric value (e.g., a percentage,
0%-100%, etc.), as a character value, a grade value (e.g., A,
B, C ... within A-E range), a level value (e.g., levels 1-10,
etc.), and the like.

[0084] As background, when it is desired that a perfor-
mance of a machine learning model (e.g., classification
model, inference model, etc.) be improved, there may be two
general approaches which involve improving the model, per
se, and inference algorithm and/or improving the training
data used to train the model. However, in modern machine
learning model evaluation, there does not exist a technique
to differentiate whether it is the model and algorithm that
should be improved and/or the training data. Accordingly,
the coverage metric provides an algorithm-independent and/
or algorithm-agnostic technique to evaluate how well
machine learning training data represents the space of pos-
sibilities for a given classification task of a machine learning
model. In this way, a quality of the machine learning training
data may be known in advance of (time and computing
resource consuming) training of a machine learning model
and therefore, a point of performance improvement for a
given machine learning model may be clarified and/or
determined in advance of training based on whether the
coverage metric for a given corpus of machine learning
training data satisfies a quality threshold or quality standard
for training and improving the given machine learning
model.

[0085] Similar to the first implementation, in an evaluation
of the coverage metric for each distinct corpus of raw
machine learning training data, S220 may function to con-
struct a plurality of diversity pairwise comparisons between
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a machine learning test corpus and the distinct corpus of raw
machine learning training data to determine for each test
element (e.g., test sentence or the like) within the machine
learning test corpus which training datum element in the
distinct corpus has a greatest similarity to each test element
of the test corpus. S220 may function to generate diversity
pairwise comparisons between a selected test element or a
selected test sentence from the machine learning test corpus
and each of the training datum elements within the distinct
corpus of machine learning training data for calculating a
coverage value (diversity pairwise score) for the distinct
corpus of machine learning training data.

[0086] Accordingly, S220 may function to calculate a
semantic similarity value that indicates how similar a test
sentence is to a training sentence or the like. S220 may
function to identify for each test element within the test
corpus which training datum (or training sentence) has the
greatest semantic similarity. Stated differently, S220 may
function to identify for each test element of the test corpus
which of the training datum of a distinct corpus of machine
learning training data has the least or minimal diversity
pairwise score or value (indicating the greatest similarity
resulting from a small diversity or semantic difference
between the test element and training datum) and associate
the identified minimal diversity pairwise score or coverage
value to the subject test element from the test corpus.
Accordingly, the coverage value or score for a given test
sentence of a machine learning test corpus may be defined
as the minimum diversity pairwise score calculated between
the given sentence and each of the training sentences of a
distinct corpus of machine learning training data.

[0087] In this second implementation, to calculate an
aggregate coverage metric value for the corpora of raw
machine learning training data, S220 may function to collect
the lowest diversity pairwise score for each test element of
a test corpus associated with a classification intent i, sum the
lowest diversity pairwise scores, and calculate an average
diversity pairwise score (or average coverage score) for the
machine learning test corpus. S220 may function to perform
this step for each of the plurality of machine learning test
corpus of a corpora of machine learning test corpus. Sub-
sequently, S220 may function to calculate the aggregate
coverage metric value for the corpora of machine learning
test corpus by summing the average coverage scores from
each of the plurality of machine learning test corpus and
dividing the aggregate average coverage score by the total
number of classification intents represented in the corpora of
raw machine learning training data or by the total number of
machine learning test corpus within the corpora of machine
learning test corpus. For example, coverage for a corpora of
raw machine learning training data X and a corpora of
machine learning test corpus Y may be represented as
follows:

[0088] Where I represents a set of classification intents
and X, may represent a training datum (e.g., utterances,
sentences, etc.) labelled with the classification intent i within
the corpora of raw machine learning training data labeled
with classification intent i and Y, may represent a test corpus
datum (e.g., utterances, sentences, etc.) labelled with the
classification intent i within a corpora of machine learning
test corpus.
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2.4 Measuring Accuracy

[0089] S230, which includes measuring an accuracy of a
set of machine learning models, functions to identify a set of
machine learning models selected from a random spectrum
of machine learning models and measuring accuracy values
for each of the machine learning models in the set. That is,
in 8230, random machine learning models may be selected
for measuring classification accuracy thereof after being
trained with the corpora of raw machine learning training
data. In some embodiments, the set of machine learning
models in the accuracy testing set may be selected across a
broad spectrum of machine learning models ranging from
traditional and/or well-known machine learning models to
state of the art or recently developed machine learning
models. A technical purpose of selecting the testing set of
machine learning models across a broad spectrum of
machine learning models may be to enable the quality
evaluation method of the corpora of raw machine learning
training data to be algorithm agnostic.

[0090] For each machine learning model in the accuracy
testing set, S230 may function to train the respective model
using the corpora of raw machine learning training data. In
some embodiments, S230 may function to selectively train
the respective models using distinct corpus of machine
learning training data from the corpora associated with a
specific classification intent rather than the entire corpora in
order to selectively train the models to classify for a specific
intent and correspondingly, test an accuracy of the specifi-
cally-trained machine learning classifier.

[0091] Once each of the machine learning algorithms in
the accuracy test set is trained using the corpora of raw
machine learning training data, S230 may function to mea-
sure and/or test an accuracy of each trained machine learn-
ing algorithm of the accuracy test set against a corpora of
machine learning test corpus. Thus, each of the trained
machine learning models of the test accuracy set may be
trained with a common corpora of machine learning training
data and similarly, tested against a common corpora of
machine learning test corpus.

[0092] Accordingly, S230 may function to collect classi-
fication accuracy metrics for each of the trained machine
learning algorithm of the accuracy test set. In some embodi-
ments, S230 may function to evaluate the classification
accuracy metrics against one or more performance thresh-
olds and/or accuracy thresholds. In some embodiments, if
the classification accuracy metrics do not satistfy or meet the
one or more performance thresholds and/or accuracy thresh-
olds, S230 may function to generate a signal for automati-
cally reconfiguring or adjusting one or more training data
sourcing parameters.

2.5 Tuning Training Data Sourcing Method

[0093] Optionally or additionally, S240, which includes
tuning one or more parameters of a machine learning
training data sourcing technique, functions to tune or recon-
figure one or more sourcing parameters for obtaining
machine learning training data based on one or more of a
measured coverage metric value and a measured diversity
metric value and in some embodiments, relative to a calcu-
lated accuracy metric value associated with the testing
accuracy set of machine learning models.

[0094] In some embodiments, if a measured diversity
metric value of the corpora of raw machine learning training
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data does not satisfy a stabilization threshold and a measured
accuracy metric value of the accuracy test set of machine
learning models also does not satisfy a minimal (or optimal)
accuracy threshold, S240 may function to trigger a tuning of
one or more parameters for sourcing machine learning
training data that enables an increase a size of the corpora of
raw machine learning training data obtained from the one or
more training data sources. Additionally, or alternatively,
S240 may function to trigger the tuning of the one or more
parameters for sourcing machine learning training data
based on the diversity metric values alone. In such embodi-
ments, if the diversity metric value does not meet or satisfy
a minimum diversity value threshold, S240 may function to
reconfigure or tune the training data sourcing parameters to
increase a possibility of obtaining additional and/or variant
machine learning training data sufficient to increase a cal-
culated diversity metric value for a corpora of raw machine
learning training data. It shall be noted that in some embodi-
ments the minimum diversity value threshold and the sta-
bilization threshold may be the same or overlap; however, in
other embodiments, the minimum diversity value threshold
may be a lower threshold than the stabilization threshold as
the stabilization threshold may sometimes represent an
optimal or near optimal value of diversity where increases in
a diversity of a corpora of raw machine learning data may
not increase or marginally increase with the addition of more
training data to the corpora.

[0095] In some embodiments, if [i] a measured diversity
metric value of the corpora of raw machine learning training
has satisfied or met a stabilization threshold, [ii] a measured
accuracy metric value of the accuracy test set of machine
learning models also does not satisfy a minimal (or optimal)
accuracy threshold, and [iii] a measured coverage metric
value of the corpora of raw machine learning training data
has not satisfied or met a coverage stabilization threshold,
S240 may function to trigger a tuning of one or more
parameters for configuring a mixture of a set of prompts
used for sourcing the corpora of raw machine learning
training data. That is, even if a diversity metric value of a
corpora of raw machine learning training data has reached
an optimal or substantially optimal value, a quality of the
corpora machine learning training data may be improved, in
some embodiments, if the coverage metric value has not
stabilized or plateaued, which may signal to the method 200
(and/or system 100) that one or more aspects of the data
collection technique (S210-S220) beyond a size of the
corpora of raw machine learning training data may be tuned
to achieve a higher quality of training data that enables a
better performance of the machine learning models in the
accuracy testing set. Namely, one or more configuration
parameters associated with defining the mixture of scenario-
driven and paraphrasing prompts may be adjusted and/or
one or more configuration parameters relating to a source
(e.g., test sampling of real queries or selecting engineered
queries) of the scenarios and paraphrasing prompts of the
mixture may be adjusted or tuned to improve a quality of the
training data that is collected and correspondingly, improve
a performance of the machine learning models trained with
the collected corpora of raw machine learning training data.

2.6 Processing Training Data

[0096] S250, which includes processing the corpora of
raw machine learning training data to a suitable form for
training one or more machine learning algorithms of a live
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dialogue system, functions to assess and refine (if necessary)
the corpora of raw machine learning training data based on
one or more of the training data quality metrics including,
but not limited to, associated coverage metric values and
diversity metric values.

[0097] In a preferred embodiment, S250 may function to
implement a predefined training data processing algorithm
that includes calculating a fit score for each of the training
data, ranking/rating the training data, pruning the training
data, and the like. The fit score may be any numeric or
character value or descriptive value of a predefined range
(e.g., 0-100, A-E, 0%-100% low to high, etc.).

[0098] The calculated first score for each of the element of
training data in a corpus may generally represents a likeli-
hood that given training data may improve an accuracy
(inferential accuracy, classification accuracy, or the like) of
a given machine learning model. In some embodiments, a fit
score for an element of training data may be calculated based
on average diversity metric values and/or average cover
metric values for the element of training data. Thus, in one
implementation, the fit score may be based on and/or equiva-
lent to an average coverage metric value for a given element
of training data. In a second implementation, the fit score
may be based on and/or equivalent to an average diversity
metric value for a given element of training data. In a third
implementation, the fit score for a given element of training
data may be based on and/or equivalent to a combination of
an average coverage metric value and an average diversity
metric value for a given element of training data.

[0099] Additionally, or alternatively, the fit score may be
calculated based on the text of a given element of training
data matching or substantially matching a text or a meaning
of a text of a pre-existing machine learning training data
stored in a reference list or database of a machine learning
model.

[0100] Using the processing algorithm, S250 may function
to rate and/or rank each training data of a (distinct) corpus
of machine learning training data according to their respec-
tive fit score (e.g., average coverage metric value, average
diversity metric value, etc.). Specifically, S250 may function
to use the calculated fit score to generate a rating for each
training data.

[0101] Accordingly, based on a rating and/or a fit score
calculated for each of the training data samples, S250 may
function to rank order each of the training data of a distinct
corpus of machine learning training data in descending or
ascending ranking order.

[0102] Additionally, or alternatively, S250 may function
to apply one or more predefined pruning thresholds to a
(ranked/unranked or ordered/unordered) list of training data
of a corpus of machine learning training data. Preferably,
S250 applies the pruning threshold to the list of training data
after the training data have been rated and/or ranked. The
pruning threshold preferably relates to or includes a pruning
value, which may be a minimum required rating value (or fit
score) and/or minimum required ranking value. In one
example, S250 may function to prune (e.g., remove or
discard) from a list of training data any training data having
a fit score or rating below 20 (on a scale of 0-100).
Additionally, or alternatively, S250 may function to prune
from a list of training data any training data that is ranked
below 80% (or any suitable value) of candidate training data
in a list of training data. In some embodiments, candidate
training data that are scheduled to be pruned are flagged and
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may additionally be sent to a disparate review queue for
manual review. In some embodiments, candidate training
data that have been identified for pruning may be automati-
cally pruned from a list of candidate training data after an
expiry of a predetermined time period.

[0103] S250 may additionally or alternatively enable an
administrator to manually inspect training data samples
collected from the plurality of external training data sources
and selectively prune undesirable training data therefrom. In
this regard, S250 may enable an administrator to flag one or
more of the training data for deletion or inactivation.

2.7 Deploying Machine Learning Training Data

[0104] S260, which includes deploying the corpora of
machine learning training data, functions to load the corpora
of machine learning training data collected from the plural-
ity of external training data sources into one or more active
or live machine learning models of an artificially intelligent
dialogue system (or any suitable deployed or online system
implementing machine learning models). Preferably, S260
may function to automatically load (e.g., assimilate, inte-
grate, etc.) the corpora of machine learning training data into
an active machine learning model only after training data
processing algorithm (as described in S250) has been com-
pletely applied to the corpora of machine learning training
data. In some embodiments, S260 may function to automati-
cally load the corpora of machine learning training data if
one or more of an aggregate coverage metric value and an
aggregate diversity metric value for the corpora of machine
learning data satisfies one or more training data quality
thresholds.

[0105] In some embodiments, S260 may function to
deploy a partial corpora of machine learning training data as
the training data is populated by the one or more external
training data sources and/or processed according to one or
more steps in S250. Thus, in the circumstance when a full
list of training data has not been provided by one or more
external training data sources and/or the one or more exter-
nal training data sources may be slow to provide training
data, S260 may function to deploy a partial list of training
data into a live machine learning model.

[0106] Additionally, or alternatively, S260 may function
to test the performance of a machine learning model based
on a deployed corpora of machine learning training data.
S260 may function to measure one or more operational or
performance metrics of the machine learning model and in
the case, that the operational metrics of the machine learning
have declined since the deployment of the corpora of
machine learning training data, S260 may function to revert
the machine learning model back by removing the corpora
of machine learning training data from a reference database
of the machine learning model.

[0107] Additionally, or alternatively, S260 may function
to simulate how a machine learning model would have
performed based on historical operational and/or use data of
the corpora of machine learning training data. In this way,
S260 may determine a simulated level of accuracy or other
operational metrics of the machine learning model without
the risk of deploying the corpora of machine learning
training data into the live machine learning model. Thus, if
the corpora of machine learning training data is poor or of
low training quality (e.g., below a minimum training data
quality threshold), S260 may function to reevaluate or
discard the corpora of machine learning training data.
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[0108] The system and methods of the preferred embodi-
ment and variations thereof can be embodied and/or imple-
mented at least in part as a machine configured to receive a
computer-readable medium storing computer-readable
instructions. The instructions are preferably executed by
computer-executable components preferably integrated with
the system and one or more portions of the processors and/or
the controllers. The computer-readable medium can be
stored on any suitable computer-readable media such as
RAMs, ROMs, flash memory, EEPROMs, optical devices
(CD or DVD), hard drives, floppy drives, or any suitable
device. The computer-executable component is preferably a
general or application specific processor, but any suitable
dedicated hardware or hardware/firmware combination
device can alternatively or additionally execute the instruc-
tions.

[0109] Although omitted for conciseness, the preferred
embodiments include every combination and permutation of
the implementations of the systems and methods described
herein.

[0110] As a person skilled in the art will recognize from
the previous detailed description and from the figures and
claims, modifications and changes can be made to the
preferred embodiments of the invention without departing
from the scope of this invention defined in the following
claims.

What is claimed:

1. A system for intelligently identifying machine learning
training data for implementing a machine learning-based
dialogue service, the system comprising:

one or more sources of machine learning training data;

one or more hardware computing servers implementing a

machine learning-based dialogue service that:

constructs a corpora of machine learning test corpus
that comprise a plurality of historical queries and/or
historical commands test-sampled from one or more
production logs of a deployed dialogue system;

configures one or more training data sourcing param-
eters to source a corpora of raw machine learning
training data from the one or more sources of
machine learning training data;

obtains, from the one or more sources of machine
learning training data, the corpora of raw machine
learning training data based on the one or more
training data sourcing parameters;

calculates, using the one or more hardware computing
servers, one or more efficacy metrics of the corpora
of raw machine learning training data; and

identifies whether to train at least one machine learning
classifier of the machine learning-based dialogue
system based on the one or more efficacy metrics of
the corpora of raw machine learning training data.

2. The system according to claim 1, wherein

calculating the one or more efficacy metrics includes

calculating one or more of a coverage metric value and
a diversity metric value of the corpora of raw machine
learning training data.

3. The system according to claim 1, wherein the machine
learning-based dialogue service further:

uses the corpora of raw machine learning training data, as

machine learning training input, to train the at least one
machine learning classifier if a calculated coverage
metric value of the corpora of machine learning train-
ing data satisfies a minimum coverage metric threshold.
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4. The system according to claim 3, wherein the machine
learning-based dialogue service further:

responsive to training the at least one machine learning
classifier using the corpora of raw machine learning
training data, deploys the at least one machine learning
classifier into a live implementation of the artificially
intelligent dialogue system.

5. The system according to claim 1, wherein

calculating the one or more efficacy metrics of the corpora
of raw machine learning training data includes:
calculating a coverage metric value for each of a
plurality of distinct corpus of machine learning train-
ing data within the corpora of raw machine learning
training data, wherein the coverage metric value
relates to a measure indicating how well the corpora
of raw machine learning training data covers differ-
ent ways an intent can be expressed by a user of a
machine learning-based dialogue system;
calculating the coverage metric value for the corpora of
raw machine learning training data based on the
coverage metric value for each of the plurality of
distinct corpus of machine learning training data
within the corpora.
6. The system according to claim 5, wherein

the machine learning-based dialogue service calculates
the coverage metric value of the corpora of raw
machine learning training data according to the follow-
ing equations:

n-grams, () n- grams,
Dlab)=1— |n-grams, (| n-grams,|
L |n-grams, | n-grams,|

where: N is a maximum n-gram length, a is a first sentence
in a diversity pairwise comparison, b is a second
sentence in the diversity pairwise, and

el
CVG(X, Y) = mz mz maéx(l —D(a, b))
=T b

where: 1 is a set of classification intents, Xi is a set of
training datum labeled with the classification intent i
within the corpora of raw machine learning training
data X, and Yi is a test corpus datum labelled with the
classification intent i within the corpora of machine
learning test corpus.

7. The system according to claim 1, wherein

analyzing the one or more efficacy metrics of the corpora
of raw machine learning training data includes:
calculating a diversity metric value for each of a
plurality of distinct corpus of machine learning train-
ing data within the corpora of raw machine learning
training data, wherein the diversity metric value
relates to a measure indicating a level of heteroge-
neity among machine learning data within a distinct
corpus of machine learning training data; and
calculating an aggregated diversity metric value for the
corpora of raw machine learning training data based
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on the diversity metric value for each of the plurality
of distinct corpus of machine learning training data
within the corpora.
8. The system according to claim 7, wherein
the machine learning-based dialogue service calculates
the diversity metric value of the corpora of raw
machine learning training data according to the follow-
ing equations:

n-grams_ () n-grams,
Dby =1— n-grams, (\ n-grams,|
L |n-grams, \J n-grams,|

where: N is a maximum n-gram length, a is a first sentence
in a diversity pairwise comparison, b is a second
sentence in the diversity pairwise, and

I
1 1
DIV(X) = i _|X;|2
iel

X Y
Z Z D(a, b)}
a b

where: I is a set of classification intents, Xi is a set of

training datum labeled the classification intent i within
the corpora of raw machine learning training data X.

9. The system according to claim 1, wherein:

the corpora of machine learning test corpus is defined by
a plurality of distinct machine learning test corpus,

each of the plurality of distinct machine learning test
corpus is associated with a distinct intent classification
task of the machine learning-based dialogue service,
and

each of the plurality of distinct machine learning test

corpus includes at least one subset of the plurality of

historical queries and/or historical commands obtained
from a deployed dialogue system.

10. The system according to claim 1, wherein

the machine learning-based dialogue service further con-
structs the corpora of machine learning test corpus
using a plurality of engineered queries and/or engi-
neered commands, and

each of the plurality of engineered queries and/or engi-
neered commands is artificially generated for one or
more identified intent classification tasks.

11. The system according to claim 10, wherein

the machine learning-based dialogue service further con-
structs a composition of the corpora of machine learn-

ing test corpus to include a first predetermined ratio of

historical queries and/or historical commands and a
second predetermined ratio of engineered queries and/
or engineered commands, and

the first predetermined ratio of historical queries and/or

historical commands has a value greater than a value of

the second predetermined ratio of engineered queries
and/or engineered commands in the composition.
12. The system according to claim 1, wherein
configuring the one or more training data sourcing param-
eters includes:
generating a plurality of distinct sets of prompts for
sourcing raw machine learning training data for each
of a plurality of intent classification tasks of the
machine learning-based dialogue service.
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13. The system according to claim 12, wherein:

generating the plurality of distinct sets of prompts is based
on a plurality of historical user queries and/or a plu-
rality of historical user commands,

generating the plurality of distinct sets of prompts
includes:

test sampling by the machine learning-based dialogue
service the plurality of historical user queries and/or
the plurality of historical user commands from one or
more production logs of a deployed dialogue system,
and

converting the plurality of historical user queries and/or
the plurality of historical user commands into the set
of prompts for sourcing raw machine learning train-
ing data.

14. The system according to claim 12, wherein
the plurality of distinct sets of prompts comprises a
combination of:

a plurality of scenario-driven prompts, wherein each of
the plurality of scenario-driven prompts describes a
real-world circumstance for which a suitable
response is required; and

a plurality of paraphrasing requests, wherein each of
the plurality of paraphrasing requests includes an
instruction to rephrase and/or paraphrase a given
prompt or a given statement.

15. The system according to claim 14, wherein:

the machine learning-based dialogue service constructs a
composition of the plurality of distinct sets of prompts
to include a first predetermined ratio of scenario-driven
prompts and a second predetermined ratio of paraphras-
ing requests, and

the first predetermined ratio of scenario-driven prompts is
greater than the second predetermined ratio of para-
phrasing requests in the composition.

16. The system according to claim 5, wherein

calculating the coverage metric value for each of the
plurality of distinct corpus of machine learning training
data includes:

[1] selecting a subject test corpus datum from within a
subject distinct machine learning test corpus of the
corpora of machine learning test corpus;

[1i] constructing a plurality of diversity pairwise com-
prising the subject test corpus datum and each train-
ing data within a subject distinct corpus of machine
learning training data of the corpora of raw machine
learning training data;

[iii] calculating a semantic similarities value of each of
the plurality of diversity pairwise involving the sub-
ject test corpus training datum;

[iv] identifying a minimum diversity metric value for
the subject test corpus datum based on the semantic
similarities value of each of the plurality of diversity
pairwise involving the subject test corpus training
datum;

[v] calculating a minimum diversity metric value for
each remaining test corpus datum within the subject
distinct machine learning test corpus; and

[vi] calculating the coverage metric value for the sub-
ject distinct corpus of machine learning training data
based on the minimum diversity metric value for the
subject test corpus datum and for each of the remain-
ing test corpus datum of the subject distinct machine
learning test corpus.
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17. The system according to claim 16, further comprising:
calculating by the machine learning-based dialogue ser-
vice:

an aggregated coverage metric value for the corpora of
raw machine learning training data, wherein calcu-
lating the aggregated diversity metric includes:

calculating an average coverage metric value by cal-
culating a sum of the coverage metric value for each
of'the plurality of distinct corpus of machine learning
training data that defines the corpora and dividing the
sum by a number of the distinct corpus of machine
learning training data within the corpora.

18. The system according to claim 8, wherein

calculating the diversity metric value for each of the
plurality of distinct corpus of machine learning training
data includes:

[1] selecting a subject training datum from training data
within a subject distinct corpus of machine learning
training data of the plurality of distinct corpus of
machine learning training data;

[1i] constructing a plurality of diversity pairwise com-
prising the subject training datum and each of a
remaining training data within the subject distinct
corpus of machine learning training data;

[iii] calculating a semantic difference value of each of
the plurality of diversity pairwise involving the sub-
ject training datum;

[iv] calculating a specific diversity metric value for the
subject training datum based on an average of the
semantic difference value of each of the plurality of
diversity pairwise involving the subject training
datum;

[v] calculating a specific diversity metric value for each
of the remaining training data within the subject
distinct corpus of machine learning training data; and

[vi] calculating the diversity metric value for the sub-
ject distinct corpus of machine learning training data
based on the specific diversity metric value for the
subject training datum and for each of the remaining
training data of the subject distinct corpus of the
machine learning training data.

19. A method for intelligently curating machine learning
training data for implementing a machine learning-based
dialogue service, the method comprising:
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an machine learning-based dialogue service implemented
by one or more hardware computing servers:
constructing a corpora of machine learning test corpus
that comprise a plurality of historical queries and/or
historical commands test-sampled from one or more
production logs of a deployed dialogue system;
configuring one or more training data sourcing param-
eters to source a corpora of raw machine learning
training data from the one or more sources of
machine learning training data;
obtaining, from the one or more sources of machine
learning training data, the corpora of raw machine
learning training data based on the one or more
training data sourcing parameters;
calculating, using the one or more hardware computing
servers, one or more efficacy metrics of the corpora
of raw machine learning training data; and
identifying whether to train at least one machine learn-
ing classifier of the machine learning-based dialogue
system based on the one or more efficacy metrics of
the corpora of raw machine learning training data.
20. A method for intelligently curating machine learning
training data for implementing a machine learning-based
dialogue service, the method comprising:
an machine learning-based dialogue service implemented
by distributed network of computers:
configuring one or more training data sourcing param-
eters to source a corpora of raw machine learning
training data from the one or more sources of
machine learning training data;
obtaining, from the one or more sources of machine
learning training data, the corpora of raw machine
learning training data based on the one or more
training data sourcing parameters;
calculating, using the one or more hardware computing
servers, one or more efficacy metrics of the corpora
of raw machine learning training data; and
identifying whether to train at least one machine learn-
ing classifier of the machine learning-based dialogue
system based on the one or more efficacy metrics of
the corpora of raw machine learning training data.
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